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Abstract. The “Universidad Politécnica de Aguascalientes” is an institution who’s 

interested in quality education, ensuring the control of the subjects that are imparted 

in a long term in the mayor. Taking this on account, the design and development of a 

Moodle platform focused on data mining was planted, this subject is currently given 

to ninth quarter students. In order to re-inforce the knowledge that the course has to 

offer, it was decided to utilize as a support tool “Weka”, it is classified as an 

“intelligent software”. It provides a sustenance in different areas, such as, Marketing, 

Manufacturing, Health, Energy, Finance, Medicine, inter alia, for its application it 

must be taken in account the type of assignment it is wished to realize. The purpose 

of this course is for the student to obtain the necessary knowledge in this field and 

during this process the material developed can be of use as a tool for this.  

Keywords: Data Mining, Automatic Leaning, Business Intelligence, Knowledge 

Discovery in Databases, Software Weka, Software Engineering. 

1 Introduction 

At present the task to improve the Access to information that is given to us by the companies 

is gaining more strength, especially in modern business, where process based in the recourse 

of information extraction is mainly required, whereby because of the huge workplace and 

the amount of information, that is called Data Base, is necessary to count on new methods 

of data processing, new technologies that facilitate the process of search and extraction of 

knowledge to service companies in the taking of decisions that benefit its performance. 

A way to achieve said results are situations or states in which an enterprise pretends to 

achieve data mining, it is of great importance in the working world, because it allows the  

obtaining of knowledge based on the data that are found stored, through  the process of 

implicit information extraction, previously known and potentially useful.  

The objective of the course is to facilitate the support material for both students and 

teachers in the learning of the data mining subject, a compilation of a varied set of 

information, in combination with one of its most famous tools (Weka). 
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2 Design Foundations  

In order to model and develop the course a Learning Management System (LMS) was used, 

it provides a backing for both educators and pupils in the visual teaching and learning 

process also it is used to create, endorse, administrate, store, distribute and manage the 

activities in a visual way. 

The task to create the contents for the courses is developed using a Learning Content 

Management System (LCMS). 

 

Fig. 1. Learning Management System (LMS) Model. 

Students that learn on their own and at their rhythm are alone and are completely 

independent, while the e-learning courses facilitated or directed by an instructor offer 

different levels of support from tutors, instructors and collaboration between scholars. The 

e-learning courses often employ both approaches, but in order to be brief and practical, it is 

easier to examine them in separated ways. 

2.1 Moodle Platform 

The use of the e-learning platform of Moodle compared with other systems implies that it 

is made based on the constructivist social pedagogy, where communication has a relevant 

space in the way of knowledge construction. Being the objective of generating an enriching 

learning experience [1]. 
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Fig. 2. Moodle work system. 

The philosophy planned by Moodle includes a constructive approximation based on the 

social environment of the education, emphasizing that students (and not only teachers) may 

contribute in the educative experience in many methods. 

 

Fig. 3. Comparison between the most used LMS platforms [2]. 

It can be seen in the previous image how the Moodle platform is the most used among 

the different systems that may be found nowadays, due to its stability and intuitive interface 

that permits the user to develop the learning process successfully. 
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2.2 Methodology 

The model that was used as a methodology for the development of the course was the 

ADDIE model. Is a framework that lists generic processes that instructional designers and 

training developers use [2]. It represents a descriptive guideline for building effective 

training and performance support tools in five phases (Fig. 4). 

 

Fig. 4. ADDIE Model [3]. 

Analysis phase: The analysis phase clarifies the instructional problems and objectives, and 

identifies the learning environments, learner´s existing knowledge and skills. 

Dsign phase: The design phase deals with learning objectives, assessment instruments, 

excercises, content, subject matter analysis, lesson planning, and media selection. 

Development phase: In the devolpment phase, instructional designers and developers crate 

and assemble content assets blueprint in the design phase. 

Implementation phase: The implementation phase develops procedures for training 

facilitators an learners. 

Evaluation phase: The evaluation phase consists of two aspects: formative and summative, 

the first one is present in each stage of the ADDIE process, while summative evaluation is 

conducted on finished instructional programs or products. 

3 Organization and Components of the Course  

The organization of the course twirls around of sections that divide the contents and 

activities based on its main function, impart the student the background necessary to the 

apprenticeship in the Data Mining field. It is observed in Fig. 4 the course structure. 
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Fig. 5. Course Structure. 

3.1 Description of the Sections of the Course  

First Section: 

The first section was established specially for the student to comprehend the background 

concepts of Data Mining and therefore continue with the learning process, which was made 

in two modules, which are detailed next: 

 

Fig. 6. BI Scheme [5]. 
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Module I: 

The first step to Data Mining is to comprehend the business, this means to determine the 

objectives in order to decide the goals of the Data Mining thus the Business Intelligent 

subject was investigated, and as a result BI scheme, it is an essential process that is obtained 

as a result of the sources and data flows to achieve the process of Data Mining. 

Business Intelligence: 

Business Intelligence is the ability to transform data in information, and information in 

knowledge, in a way that it can improve the decision making in business. [5] 

 

Fig. 7. The Evolution of Business Intelligence [5]. 

 

Fig. 8.  KDD process. 
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Knowledge Discovery in Databases (KDD): 

With the necessity of being able to handle large quantities of data, a study field arises, 

named Knowledge Discovery in Databases (KDD). 

It refers to “the non-trivial process of discover knowledge and information potentially 

useful in the contained data inside an Information Warehouse. It is not an automatic process, 

it is an iterative process that explores thoroughly extremely large volumes of data to 

determine relations. It is a process that consist in using methods of Data Mining 

(algorithms) to extract (identify) what is considered as knowledge” [5]  

Data Mining: 

In simple terms it is about a data exploitation method and information extraction that 

transforms it into useful knowledge to help the decision making in an organization through 

the determination of patterns and models. It arises to comprehend the content in a Data 

Warehouse. 

Module II 

The second module is deeply detailed about the preparation of the data from its output up 

until its integration.  

Output and Data Set Description 

This topic is produced by the phase of data preparation, that will be used in order to model 

or the main Project analysis.  

Describing the data set that will be used in the modeling and the main project analysis. 

Data Selection and Recollection 

Once the Data of interest are collected, an explorer (in this case the user) may decide what 

type of pattern will be found. The kind of knowledge that is desired to extract will marc 

clearly the technic of Data Mining used to decide which data will be used for the analysis.  

Data Cleaning 

It is a fundamental process in the data migration, its main objective is the quality of data 

obtained at the end of migration. Data Cleaning is particularly important when data come 

from heterogeneous sources (different sources) that may not share the same scheme of data 

or can´t represent the same real entity in different ways. 

The process of cleaning constitutes great part of the estate of transformation of the data 

during Data Warehouse construction. 

This duty includes the construction of data preparation operations such as the production of 

derivate attributes or the entry of new registers, or the transformation of values for existent 

attributes. 
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Outputs Derived Attributes 

The derived attributes are new attributes that are built from one or more existing attributes 

in the same registry. 

To clarify what’s said before, example: area=length*width  

Generated Registry  

In this step the newly generated registry are described.   

Example: Create registry for women that bought lipstick color brown, thus there is no 

reason to obtain such registry in the raw data, but in order to model this might have sense 

to represent explicitly the fact that certain women have not made a purchase.   

Data Integration  

This is the method by which the information is combined in multiple tables or files to create 

new archive or values.  

Data Format 

Reformatting information refers to modifications made to the data that don`t change its 

meaning, but may be required by the modeling tool.  

Second Section (Module III) 

Software Weka: 

On the third module an explanation in the functionality of the Weka software is developed, 

nowadays different tools exist for the visualization and algorithms for the analysis of data 

joined in a user graphical interface to easily access its functions making use of the 

processing of information manifested in Data Bases, but after making said investigation, a 

conclusion was made that this tool is the most reliable in the market and at the same time it 

is at full disposal for the user.  

“Weka is a software tool for the automatic learning and Data Mining designed on base 

Java and developed at the university of Waikato in New Zealand in 1993, this tool with the 

acronym (Waikato Environment for Knowledge Analysis) provides license distribution 

GNU-GLP or free software”  [5]. 

Application Fields 

Weka has a group of technics that can be applied with success to multiple fields, such as 

Marketing, Manufacturing, Health, Energy, Finance, Medicine, among other, for its 

application it must be taken in account the king of task is being planned to realize. 

 

 Classification methods based on neuronal nets. 

 Numeric methods manipulation over data (financial statistics).  
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 Classification methods based on vector support machines.  

 Meta classifiers.  

 Methods of decision trees implementation.  

 Probability estimation methods.  

Third Section (Software Interphase) 

In this section a paragraph for the installation of the software is included. The sections of 

the software are: 

 Pre-process: Here are included all the tools and filters to charge and manipulate the 

data that are going to be used. 

 Cluster: Here various methods of grouping are integrated.  

 Associate: includes the technics used for the association rules.  

 Select Attributes: It contains the access options to the different technics used to reduce 

the amount or number of attributes.  

 Visualize: This section allows to do the studies of behavior, using the visualization 

technics included in Weka.  

 

Fig. 9. Weka Software Interphase. 
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4 Results 

To implement the course on the Moodle LMS platform the following results are obtained. 

 

Fig. 10. Course implemented in the Moodle platform. 
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4.1 Exercises and Material 

 

 

Fig. 11. Essay template. 

 

Fig. 12 Database for practice. 
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5 Conclusions 

At the end of the realization of this material, it has been concluded that the main core of it 

is that the students become capable of develop pan autodidact way of learning, because in 

college is of great importance the search of knowledge trough the own ways of the 

autodidact learning. In order to achieve this it is necessary to count on the didactic material 

that facilitates the search of the subject in which it is going to be worked. 

The methodology exposed in this material is focused in providing a line of solution in 

the definition of advanced terms in the Data Mining field, so that through its knowledge 

and application using different tools that this branch has to offer it is desired to achieve an 

objective which is knowledge extraction. 

The information of the course has the objective of providing assistance as a tool of 

support in future works of the students, whereby it will be necessary to improve the content 

as the information is upgraded. 
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